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Field emission from carbon nanotubes is studied by propagating the electronic wave function in real time
using time-dependent density-functional theory. Complex absorbing potentials have been employed to avoid
artificial reflections from the boundaries and to allow long time simulations. Domain decomposition is used to
facilitate accurate and efficient wave function propagation. The influence of adsorbed atoms on field emission
is investigated. It is found that adsorbate atoms significantly increase the field-emission current and cause
strong differences and nonlinearity in the Fowler-Nordheim plot.
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I. INTRODUCTION

Field emission �FE� from nanostructures is the subject of
intense experimental and theoretical research. The aim of
these studies is to explore the properties of nanoscale mate-
rials in intense electric fields and exploit these properties for
technological applications. Emission from carbon nanotubes
�CNs� is particularly important as CNs are candidates for
next-generation displays, electron sources,1–4 and high-
resolution electron beam instruments.5–8

The intensity, spatial and energy resolution, and other
properties of the electron beam depend on the electronic
structure of the field emitter. Structural defects, adsorbates,
encapsulated atoms, and other variations in the atomic struc-
ture significantly change the FE properties of CNs. Experi-
mental studies investigating the effects of adsorbates on field
emission have shown that adsorbates strongly influence the
field-emission current.9–14 For example, experiments have
shown that a Cs adsorbate can significantly increase the FE
current.15,16 Other adsorbates, e.g., CH4 and CO molecules
can increase or decrease the field-emission current.13,14 To
understand the key physical processes determining the FE
properties, it is highly desirable to have a first-principles de-
scription of the emitted current in terms of the electronic
structure of realistic materials subject to an electric field.

In this paper, the field emission of carbon nanotubes is
investigated by using time-dependent density-functional
theory �TDDFT�.17 To simulate field emission, the wave
functions of the electrons are propagated in real space and
real time. Systems with different adsorbed atoms are inves-
tigated to study the effect of adsorbed atoms on the field-
emission current. The calculations show that the field emis-
sion is significantly enhanced due to adsorbed atoms. The
adsorbates introduce additional electron orbitals, which are
localized around the tip of the nanotube and electrons are
easily emitted from these states.

The theoretical study of field emission dates back to the
early days of quantum mechanics. The standard approach to
modeling field emission is the Fowler-Nordheim �FN�
theory,18 which describes the emission of electrons from a
flat metal surface in the presence of an electric field. More
rigorous methods that take into account atomic geometry and
electronic structure have been developed in the last few
years19–22 including first-principles calculations. The first-

principles approaches calculate the self-consistent electronic
structure of the field emitter and connect the wave function
to the asymptotic scattering wave function of the electrons in
the external field.20,21 An important step beyond the static
calculations is the introduction of the time-dependent de-
scription of FE.23,24 The time-dependent description so far
has been limited to time propagation of the wave functions
with a time-independent ground state Hamiltonian.

The present work goes beyond previous time-dependent
approaches23,24 and simulates the entire field-emission pro-
cess in a real time, real space framework. In the time-
dependent approach, the wave function is time propagated to
describe the effect of the electric field. This approach has
several advantages. In the time-independent approach, the
wave function has to be matched to the asymptotic wave
function. The asymptotic wave function, the wave function
of electrons in an electric field, is not known. It is usually
approximated by Airy functions, the wave functions of inde-
pendent, noninteracting electrons in an electric field. This
approximation is avoided in the time-dependent approach:
the field-emitted electrons and the electrons of the nanotube
are described on an equal footing. The asymptotic form of
the wave function is not needed in the calculation, and the
time evolution of the wave function is used to describe the
emitted current.

II. FORMALISM

In the TDDFT framework,17 the electronic motion is de-
scribed by the following time-dependent Kohn-Sham equa-
tion for single particle orbitals �i:

i�
�

�t
�i�r,t� = H�i�r,t� �1�

with

H = HKS + Vext �2�

HKS = −
�2

2m
�r + VA�r,t� + VH�r,t� + VXC����r,t� , �3�

where Vext�r , t� is the time-dependent external potential,
VA�r , t� is the atomic potential, VH�r , t� is the Hartree poten-
tial, and VXC�r , t� is the exchange-correlation potential. The
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pseudopotential approach25 is used to represent the atomic
potentials VA�r , t�. The exchange-correlation potential
VXC�r , t� is constructed using the adiabatic local density
approximation26 and the Hartree potential is calculated by
solving the Poisson equation. The electron charge density is
given by ��r , t�=�i��i�r , t��2 and the current is defined as

j�r,t� =
e�

2im
�

i

��i
� � �i − �i � �i

�� . �4�

One difficulty in time-dependent calculations arises from
the finite size of the simulation volume. Typically, long simu-
lation times are needed for the system to reach a steady state
in which measurements can be made. In a finite simulation
volume, however, long simulations allow electron density to
reach the end of the volume and produce nonphysical reflec-
tions. To avoid artificial reflections from the boundaries dur-
ing the time evolution, complex absorbing potentials �CAPs�
are used near the boundaries. The CAP absorbs the outgoing
waves and so prevents reflections from the boundaries. Fig-
ure 1 shows the arrangement of the system. The CAP is zero
near the CN, and so does not impact current calculations.
The CAP, taken from,27 gradually increases to infinity at the
right end of the simulation volume.

Previous time-dependent calculations23,24 first calculated
the self-consistent Hamiltonian of the system, kept it con-
stant, and time propagated the wave functions with that time-
independent Hamiltonian. In this work, we solve the time-
dependent Schrödinger equation by time propagating the
wave function and the Hamiltonian in real time. The elec-
tronic density, the Hartree, and exchange-correlation poten-
tials are updated at each time step. This fully time-dependent
simulation approach describes, on an equal footing, the
propagation of both the emitted electrons and the time-
dependent charge redistribution on the nanotube in electric
field. The unconditionally stable Crank-Nicolson28 algorithm
is used for the time propagation of the wave function

�k�r,t + �t� = �1 +
i�t

�
H�−1�1 −

i�t

�
H��k�r,t� . �5�

The system’s ground state is used for the initial state ��r , t
=0�. The time-dependent Hamiltonian is the sum of the

Kohn-Sham Hamiltonian HKS, the electric field VE=−eEx,
and the absorbing potentials WL and WR, H=HKS�t�+VE
+WL+WR.

For wave function propagation, the most expensive nu-
meric operations are products of the Hamiltonian matrix and
the wave function. We use a multidomain decomposition to
facilitate the efficient time propagation of the wave function.
First, we divide the computational region into N boxes along
the nanotube axis as shown in Fig. 2. The set of boxes is
described by a basis function set �� with �= �ij� where i is
the box index and j is the index of the basis function in a
given box and �k�r , t�=��c�k�t����r�. The box basis func-
tions are allowed to overlap with those in the neighboring
boxes but only with the nearest neighbors. This causes the
Hamiltonian and the overlap matrices of the system to be
sparse structured block tridiagonal matrices. By exploiting
the block tridiagonal structure of these matrices, the compu-
tational burden of the matrix multiplication and inversion
steps of the Crank-Nicolson algorithm can be significantly
reduced. This block tridiagonal algebra-based implementa-
tion allows the time-dependent simulation of large systems
that would not be practical with conventional approaches.
The time-dependent density-functional calculations pre-
sented here are implemented using our Lagrange function29

based real-space real-time code.

III. NUMERICAL RESULTS AND DISCUSSION

In this section, we present our numerical calculations us-
ing a 20 Å long capped �5,5� carbon nanotube as a model
system. To determine the position of the adsorbate, the ad-
sorbate atom was positioned in front of the CN �see Fig. 1�
and the system was relaxed by first-principles geometry op-
timization using the ab initio plane wave code VASP.30 In
these calculations, the atomic positions of the adsorbate atom
and the carbon atoms forming the cap of the CN were al-
lowed to relax while the rest of the system was kept fixed.
Convergence was achieved when the forces on atoms were
less than 0.05 eV Å. The obtained binding energies and
bond distances �see Table I� are in good agreement with pre-
vious calculations.31 This static geometry optimization ap-
proach is a compromise dictated by computational limita-
tions. In a more elaborate calculation, one would do a first-

FIG. 1. Use of a complex potential in a field-emission calcula-
tion. The vertical lines indicate the measurement region for electron
density. The imaginary potential absorbs the wave function in the
asymptotic region, preventing reflections.

FIG. 2. �Color online� Decomposition of a tipped, capped �5,5�
carbon nanotube into boxes.
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principles molecular dynamics simulation in the presence of
the electric field. But then, for a consistent description, one
should account for the field emission of electrons during the
molecular dynamics �picosecond time range� which is com-
putationally unfeasible. One expects that in the presence of
an electric field, the equilibrium position would be slightly
different. We have shifted the adsorbates �0.1 Å from its
equilibrium position to test the effect of the position change
on the current. The current has changed by less then 10% due
to the shift in position. While this shows the expected sensi-
tivity of the field-emission current on the position of the
adsorbate, the calculations show that the relative currents of
various adsorbates remain similar.

Once the ground state of the system is calculated, the
electric field is added and time development for 2 fs begins.
The electric field’s magnitude is increased slowly with a lin-
ear ramp over 0.2 fs. Once a steady state has been reached,
the FE current is measured. The calculated currents for sev-
eral adsorbates are given in Table I. The results show that
compared to the untipped case almost an order of magnitude
increase can be achieved by an adsorbate atom at 1 V /Å,
which is a typical electric field used in experiments. Calcu-
lations using different electric fields show a similar tendency
�see Fig. 3�. The calculated field enhancement factor for Cs

is about 4, which is smaller than the experimentally observed
order of magnitude increase,15 but it is in good agreement
with the theoretical prediction of 3.4 in Ref. 32. The direct
comparison to the experiment is difficult, because in the ex-
periments �1� longer, thicker and most probably multiwall
CNs are used and �2� several adsorbate atoms can be present
in different cap positions. The addition of adsorbate atoms
always increased the field-emission current. Some experi-
ments show decrease in field-emission current in presence of
CO, CO2, and CH4 molecules.13,14 The study of the effect of
molecules will be the subject of our subsequent work. The
role of the adsorbate atom in the enhancement of the field-
emission current is twofold. The calculations show that �1�
the adsorbate atom lowers the potential energy barrier for the
emitted electrons and �2� the adsorbate atom introduces extra
electronic states at and above the HOMO in the CN spec-
trum. The energy spread of the emitted current is illustrated
in Fig. 4. This energy spectrum shows that the majority of
the field-emission current comes from states located near the
Fermi energy. These states are introduced by the adsorbate
atom and localized at the tip of the capped CN. When the
electric field is turned on, these are the states that are propa-
gated into the vacuum carrying the emitted current. These
adsorbate-induced states, which do not exist in the case of
the untipped CN, are the major contributors to the enhanced
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FIG. 3. �Color online� Current vs electric field magnitude for no
tip and a W tip.
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FIG. 4. �Color online� Current vs energy, relative to Fermi
energy
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FIG. 5. �Color online� Two-dimensional spatial pattern of field-
emission intensity at an electric field magnitude of 1.0 V /Å, for
various tips.

TABLE I. Field-emission current for �5,5� capped nanotubes
with various adsorbate atoms in a 1 V /Å electric field.

Adsorbate Current ��A� Tip distance �Å�

None 28.4

F 75.5 1.38

Cs 117.4 2.28

S 176.0 1.83

Al 189.3 2.21

Au 190.9 2.28

Ag 200.3 2.43

Si 216.6 2.02

W 276.4 2.12
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current. Spatial snapshots of the emitted current are shown in
Fig. 5.

Some experiments on CN field emitters show linear33,34

Fowler-Nordheim plots �at least in certain field regions�
while others are nonlinear.35,36 Figure 6 shows the calculated
Fowler-Nordheim plot for the untipped and W adsorbed CN.

Both the untipped and the W absorbed CN Fowler-Nordheim
plot are nonlinear and there is a large difference between the
behavior of the two systems. The difference in behavior of W
tipped and untipped CN clearly indicates the role of local
fields and atomistic details in determining the field-emission
properties of CNs. Direct qualitative comparison to experi-
ment is difficult, because of the short length of the CN used
in the calculation and the missing information on the chiral-
ity of the nanotubes used in the experiments.

In summary, the effect of adsorbates on the field-emission
properties of CN are investigated using a real-space real-time
TDDFT framework. Microscopic description of electron
field emission from CN is presented. These studies are im-
portant for both understanding the fundamental physics of
field emission from CN and future field-emission device ap-
plications. It is found that adsorbate atoms significantly in-
crease the field-emission current. Adsorbate atoms also cause
strong differences and nonlinearity in the Fowler-Nordheim
plot. The source of the enhanced current is electronic states
introduced by the adsorbate atom.
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FIG. 6. �Color online� Fowler-Nordheim plot for no tip and a W
tip.
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